Selectivity, hyperselectivity, and the tuning of V1 neurons
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In this article, we explore two forms of selectivity in sensory neurons. The first we call classic selectivity, referring to the stimulus that optimally stimulates a neuron. If a neuron is linear, then this stimulus can be determined by measuring the response to an orthonormal basis set (the receptive field). The second type of selectivity we call hyperselectivity; it is either implicitly or explicitly a component of several models including sparse coding, gain control, and some linear-nonlinear models. Hyperselectivity is unrelated to the stimulus that maximizes the response. Rather, it refers to the drop-off in response around that optimal stimulus. We contrast various models that produce hyperselectivity by comparing the way each model curves the iso-response surfaces of each neuron. We demonstrate that traditional sparse coding produces such curvature and increases with increasing degrees of overcompleteness. We demonstrate that this curvature produces a systematic misestimation of the optimal stimulus when the neuron’s receptive field is measured with spots or gratings. We also show that this curvature allows for two apparently paradoxical results. First, it allows a neuron to be very narrowly tuned (hyperselective) to a broadband stimulus. Second, it allows neurons to break the Gabor–Heisenberg limit in their localization in space and frequency. Each of these nonlinearities is often given its own functional goal (e.g., gain control is for controlling gain, end stopping is for detecting the ends of lines or edges).

Several efforts have been made to unify these different nonlinearities into a single framework. One approach argues that these nonlinearities serve to control the gain of a neuron (e.g., Pagan, Simoncelli, & Rust, 2016; Schwartz & Simoncelli, 2001; Tolhurst & Heeger, 1997). A second approach argues that nonlinearities provide an efficient sparse overcomplete code (e.g., Golden, Vilankar, Wu, & Field, 2016; Zhu & Rozell, 2013). Following from Zetzsche’s work (e.g., Zetzsche, Krieger, & Wegmann, 1999; Zetzsche & Rohrbein, 2001), we have argued that these nonlinearities follow from a relatively simple curvature in the iso-response surfaces of these neurons (Golden et al., 2016). We argued that sparse coding produces this curvature to reduce the redundancy resulting from the nonorthogonal neurons that are produced by using overcomplete codes.

We will begin this article by contrasting two forms of selectivity: classic selectivity and hyperselectivity. Classic selectivity is defined in terms of the optimal stimulus for a neuron, while hyperselectivity is defined in terms of the falloff in sensitivity as one moves away from that optimal stimulus. We argue that the curvature in the iso-

Introduction

From the first recordings of neurons in the visual pathway (e.g., Barlow, 1953; Hubel & Wiesel, 1962; Kuffler, 1953), it has been recognized that such neurons are selective to particular features of the visual world. Over the last several decades, these neurons have been probed with a wide variety of stimuli, and their selectivity has served as the basis of a number of theories of sensory coding. Despite the wealth of studies, we believe that there remains confusion regarding how selective a neuron is and what a neuron is selective to. These issues of selectivity arise when a neuron’s receptive field is used as a predictive model of the neuron’s behavior. We are certainly not the first to note this. It is widely understood that if a neuron is nonlinear, then the receptive field is an incomplete model of its response. The list of nonlinearities found in V1 is quite large and includes effects like gain control, cross-orientation inhibition, end stopping, and a variety of interactions outside of the classical receptive field. Each of these nonlinearities is often given its own functional goal (e.g., gain control is for controlling gain, end stopping is for detecting the ends of lines or edges).

Several efforts have been made to unify these different nonlinearities into a single framework. One approach argues that these nonlinearities serve to control the gain of a neuron (e.g., Pagan, Simoncelli, & Rust, 2016; Schwartz & Simoncelli, 2001; Tolhurst & Heeger, 1997). A second approach argues that nonlinearities provide an efficient sparse overcomplete code (e.g., Golden, Vilankar, Wu, & Field, 2016; Zhu & Rozell, 2013). Following from Zetzsche’s work (e.g., Zetzsche, Krieger, & Wegmann, 1999; Zetzsche & Rohrbein, 2001), we have argued that these nonlinearities follow from a relatively simple curvature in the iso-response surfaces of these neurons (Golden et al., 2016). We argued that sparse coding produces this curvature to reduce the redundancy resulting from the nonorthogonal neurons that are produced by using overcomplete codes.

We will begin this article by contrasting two forms of selectivity: classic selectivity and hyperselectivity. Classic selectivity is defined in terms of the optimal stimulus for a neuron, while hyperselectivity is defined in terms of the falloff in sensitivity as one moves away from that optimal stimulus. We argue that the curvature in the iso-
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response surfaces provides a measure of hyperselectivity, and that this approach allows us to make a distinction between the stimulus that optimally stimulates a neuron (what it is selective to) and how narrowly tuned that neuron is to that stimulus. We follow this introduction with the forms of curvature produced by various nonlinear models. Some of these models were introduced in our previous work (Golden et al., 2016). However, we extend this discussion to include cascaded linear-nonlinear models (e.g., Pagan et al., 2016; Schwartz, Pillow, Rust, & Simoncelli, 2006). We also focus on how neighboring neurons represent the subspace between any pair of neurons, showing that each model represents this subspace differently.

In the last sections, we focus on several implications of this curvature. We show that the curvature allows the paradoxical result that a neuron can be narrowly tuned to a broadband stimulus or broadly tuned to a narrowband stimulus. We demonstrate that with this curvature, the receptive field changes with the basis used to measure the neuron. In particular, the spatial-frequency bandwidths are less than those predicted from the receptive field measured with spots or lines (in line with a number of studies). Finally, we show that this form of nonlinearity allows neurons to have joint frequency and space limits that are below the Gabor–Heisenberg limit. The Gabor function (the product of a sinusoid and a Gaussian) has proven to be a popular model of V1 neurons, and it has been argued that such functions are optimal in terms of their joint localization in space and frequency. As we discuss later, the nonlinearities represented by this curvature provide a means of breaking this localization limit.

The receptive field and selectivity in visual neurons

Many of our concepts of selectivity in visual neurons trace back to the early recordings of visual neurons in retina (Barlow, 1953; Hartline, Wagner, & Ratliff, 1956) and V1 (e.g., Hubel & Wiesel, 1962). These studies describe the responses of visual neurons in terms of each neuron’s receptive field. The mapping of the response to a spot or line as a function of position provides a first-order description of the neuron. For a linear neuron, this response is all that is needed to provide a complete description of a neuron’s response to any stimulus. The receptive field also describes the stimulus that produces the optimal response, and provides a template that will predict the response to any novel stimulus. For a linear neuron, we can simply treat the neuron as a vector and the response $R(S)$ will simply be the dot product of the receptive field ($rf$) and the visual stimulus $S$:

$$R(S) = \langle rf, S \rangle$$

However, no biological neuron is completely linear. Whether we consider simple thresholds, saturating nonlinearities, gain control, or a variety of nonclassical responses, the response of a neuron to complex stimuli like natural scenes can rarely be determined solely from a two-dimensional receptive field (e.g., David & Gallant, 2005; Mante, Frazor, Bonin, Geisler, & Carandini, 2005; Murray, 2011; Olshausen & Field, 2005; Prenger, Wu, David, & Gallant, 2004). A wide variety of attempts have been made to model these nonlinearities, with various degrees of success (e.g., Mély & Serre, 2016; Prenger et al., 2004; Schwartz & Simoncelli, 2001; Tolhurst & Heeger, 1997). In this article, we are not attempting to provide a model that produces a better fit to all the experiments in the literature (see Mély & Serre, 2016). Rather, we have two goals here. First, along the lines of Zetzsche (e.g., Zetzsche et al., 1999; Zetzsche & Nuding, 2005) and Golden et al. (2016), we wish to emphasize that many of these nonlinearities can be described in terms of simple curvature of the response surfaces. Second, we argue that this curvature is responsible for a number of interesting behaviors that we believe provide deeper insights into the function of these nonlinearities.

A number of studies have focused on the geometry of sensory responses (Field, 1994; Sharpee, 2013; Tsai & Cox, 2015; Yamins et al., 2014; Zetzsche et al., 1999; Zetzsche & Nuding, 2005). The important work using spike-triggered covariance (e.g., Rust, Schwartz, Movshon, & Simoncelli, 2004, 2005; Schwartz et al., 2005; Schwartz, Chichilnisky, & Simoncelli, 2002; Vintch, Movshon, & Simoncelli, 2015) has also provided a means of characterizing the local geometry implied by these nonlinearities. We will return to these results in later sections. Our recent article (Golden et al., 2016) focused on selectivity in sparse coding networks. We argued that overcomplete sparse coding networks produce gain-control-like behavior, end stopping, and other nonlinearities because these nonlinearities are required to produce an efficient overcomplete code. We found that overcomplete sparse coding warps the iso-response surfaces to help isolate the causes and produce a more efficient representation. In the next section, we compare the two forms of selectivity found in sensory neurons and show how some well-documented results are explained by the curvature in the iso-response surfaces.

Two forms of selectivity

In this section we wish to consider two forms of selectivity. Classic selectivity describes the stimulus that
produces the maximum response for a given stimulus magnitude ($S_{\text{max}}$). If a neuron is linear, then classic selectivity can be determined by measuring the response to a basis set (e.g., spots or gratings). This receptive field describes how the neuron responds as a function of position (and time, color, etc.). Our second form of selectivity, hyperselectivity (Golden et al., 2016), is a measure of how narrowly tuned the neuron is to that optimal stimulus.

Our goal here is to make a clear distinction between the pattern that optimally stimulates a neuron and the selectivity around that optimal stimulus. A neuron may be optimally stimulated by an image of your grandmother, but if that neuron is linear, it is no more selective than any other linear neuron. However, if the neuron is hyperselective, we argue that the falloff as one moves away from your grandmother is faster than would be expected for a linear neuron.

**State space**

One way to describe the differences between linear and nonlinear responses is to consider the response geometry within the image state space. Describing a neuron’s behavior in this way can be illuminating but also conceptually difficult. For example, a 100-pixel image is represented by a 100-dimensional state space, where each axis represents the intensity of one pixel. We can also describe a neuron’s response within this state space. For example, we might consider the family of stimuli which would produce a particular output in a neuron (e.g., 1 spike/s). If that family forms a surface in the state space, we will call this an iso-response surface. Such a surface in a 100-dimensional space could be quite complex. However, we believe that by considering the behavior of these surfaces in low dimensions, this approach can provide considerable insight into the behavior in higher dimensions. In the following sections we will be considering how neighboring neurons interact and how this affects the iso-response surfaces.

**Angle between two neurons**

In this article, we will be considering how a population of linear or nonlinear neurons represents the population of images. We will be considering representations where the neurons are not necessarily orthogonal. A number of our figures will describe the responses of two neurons in a two-dimensional subspace defined by these two neurons. In these figures, we will often be referring to the angle between two neurons. We wish to emphasize that the angle in state space between two neurons $\theta_{sp}$ (see Equation 2) is not equivalent to the orientation difference between the neurons. Figure 1 shows examples of the angle for four pairs of neurons. The state-space angle represents the overlap between two neurons and is a function of the dot product of the receptive fields ($rf_1$ and $rf_2$). The figure also shows the iso-response contours if the two neurons are linear, which we describe later. Although this two-dimensional figure represents only a slice of the high-dimensional state space, such figures have been shown to produce important insights into the nonlinear behavior of sensory neurons (Golden et al., 2016; Zetzsche et al., 1999; Zetzsche & Nuding, 2005).

In these kinds of plots, there can be confusion regarding what the axes represent. They can represent any two orthogonal stimuli (e.g., pixels, Fourier components, wavelet components). They can also represent the preferred stimuli for a set of neurons. In general, we will be considering how neighboring neurons interact and how the interaction depends on the angle between these neighboring neurons. Figure 1 shows examples where the neurons are linear and the neurons do not interact. As we will see, the nonlinear interactions between neighbors fundamentally alter the responses described in this space.

$$\theta_{sp} = \arccos \left( \frac{<rf_1,rf_2>}{||rf_1||||rf_2||} \right) \quad (2)$$

**Classic selectivity**

Consider a neuron with the receptive field shown in Figure 2. This figure shows the receptive field of a theoretical neuron with a linear response. The receptive field shown on the left is the response to a particular basis set (pixels). The spectrum on the right shows the frequency response of the neuron. This represents the response to grating stimuli (the Fourier basis). If the neuron is linear, then the two response profiles are simply Fourier transforms of each other (assuming we have the full two-dimensional set of Fourier coefficients).

This is a neuron that would be classically considered narrowly tuned because it is well localized in the Fourier domain. A wide range of studies has focused on the narrow frequency selectivity of V1 neurons (e.g., De Valois, Albrecht, & Thorell, 1982; Sachs, Nachmias, & Robson, 1971). Many early debates focused on the function of this selectivity with suggestions that varied widely, including the idea that the visual system was attempting a process analogous to the Fourier transform (e.g., see De Valois et al., 1978). Marčelja (1980) argued that the receptive fields of V1 simple cells showed similarities to the functions described by Gabor (1946)—
a Gaussian multiplied by a sinusoid—that minimized the joint selectivity in space and frequency. This suggestion was supported by physiology (Field & Tolhurst, 1986; Jones & Palmer, 1987) and led to one of the standard models of visual processing, where images are represented by arrays of the Gabor functions that vary in location, orientation, and spatial frequency. Gabor and Daugman (Daugman, 1985) argued that these functions are optimally localized, where the localization is defined as the width in space and frequency ($\Delta x \times \Delta f$). Gabor's work was derived from the Heisenberg uncertainty principle (Heisenberg, 1927) and is often considered to be a fundamental limit to localization.

We will return to this issue of joint Gabor selectivity when we show that sensory neurons can break this limit. However, it is important to recognize that if a neuron is linear, then it is simply a vector in the high-dimensional image state space. Its selectivity to the set of all possible stimuli is not any greater than that of any other linear neuron. The response to Gaussian white noise would be the same for any linear neuron with the same gain. This classical concept of selectivity depends on only the relationship between the vector and the basis we use to describe that vector. For example, a neuron that is narrowly tuned in the Fourier domain will not be narrowly tuned (well localized) in the pixel domain. If a neuron is linear, then the receptive field defines the stimulus that gives the optimal response and defines how it will respond to all other stimuli (it is simply the projection of that stimulus onto the vector).

Let us now consider the response of a linear neuron defined in a low-dimensional state space. Figure 3 provides a simple description of such a neuron in a two-dimensional state space. This approach of describing linear and nonlinear systems can be found in Golden et al. (2016), Zetzsche et al. (1999), and Zetzsche and Nuding (2005). For a linear neuron, the family of stimuli that will produce a specific response is defined by a plane that is orthogonal to the preferred stimulus ($S_{\text{max}}$). In Figure 3a we show a simple two-dimensional example where the iso-response surface is represented by a contour, and different response magnitudes are represented by the equally spaced contours. If the neuron is linear past some threshold, then the response contours will be like that shown in Figure 3b.

If a neuron has a simple output nonlinearity (e.g., compressive or sigmoidal), then the iso-response surfaces remain planes but the distance between them is altered. Figure 3c shows an example of this nonlinearity. Whether the neuron has a simple threshold or sigmoidal output, the collection of stimuli that will produce the same response are described as planes in directions that are orthogonal to the optimal stimulus. In other words, adding any stimulus orthogonal to the optimal stimulus will have no effect on the output for a neuron with simple output nonlinearities. Since the iso-response surfaces are planes, this family of nonlinearities is described as a planar nonlinearity.

Probably the simplest definition of such a neuron is the following. First we define $S_{\text{max}}$ as the stimulus that optimally stimulates the neuron—the stimulus that produces the highest response for all possible stimuli $s$ of the same total energy $c$.

For most of the cases we will be describing here, the optimal stimulus can be derived from the feed-forward weights. Let us consider the case where the feed-forward weights are linear. The optimal stimulus is simply a weighted sum of the inputs:

$$S_{\text{max}} = \sum_{i=1}^{n} \psi_i * R(\psi_i) \quad (3)$$

where $\psi$ is any orthonormal basis set and $R(\psi_i)$ is the linear response to stimulus $\psi_i$. That is, for a linear
For a linear neuron, the addition of any stimulus orthogonal to the optimal stimulus will produce no change in response (Equation 4).

\[ R(S_{\text{max}} + S_2) = R(S_{\text{max}}) \mid S_{\text{max}} \perp S_2 \]  

This will be true even when the neuron has a simple output nonlinearity (threshold, sigmoidal, etc.). This is simply stating that the iso-response surface for a neuron with a simple output nonlinearity remains a plane. For neurons with simple planar nonlinearities, there are a variety of techniques that can be used to characterize the neuron's behavior. For example, with such neurons, reverse correlation techniques are capable of recovering the receptive field and predicting the full response of the neuron to any novel stimulus (De Boer & Kuyper, 1968; Ringach & Shapley, 2004).

In the next section, we will consider cases where the response \( R(S_{\text{max}} + S_2) \) is not equal to the response \( R(S_2) \).

**Hyperselectivity**

Our ideas of hyperselectivity follow from our previous work on the geometry of sparse coding networks with overcomplete codes (Golden et al., 2016). That work borrows a number of elements from earlier studies on the curved geometry implied by various known nonlinearities (Field & Wu, 2004; Zetzsche et al., 1999; Zetzsche & Nuding, 2005; Zetzsche & Rohrbein, 2001). We argued that the classic versions of sparse coding (Olshausen & Field, 1996) will produce a curvature in the iso-response surfaces of a neuron if the networks are overcomplete.

Here, we define hyperselectivity with regard to the optimal stimulus \( S_{\text{max}} \). For any given dimension orthogonal to \( S_{\text{max}} \), the neuron shows hyperselectivity if the response to \( S_{\text{max}} \) plus an orthogonal stimulus is less than the response to \( S_{\text{max}} \):

\[ R(S_{\text{max}} + S_2) < R(S_{\text{max}}) \mid S_{\text{max}} \perp S_2 \]  

As we noted in Golden et al. (2016), a number of well-known nonlinearities have this general behavior. For example, with end stopping, a stimulus outside of the classical receptive field (but within the nonclassical receptive field) produces no response. However, if we present a stimulus within the classical receptive field and then add a stimulus outside of the classical receptive field, the neuron may be inhibited. A similar behavior occurs with cross-orientation inhibition. A bar orthogonal to the neuron's preferred orientation may produce no response; however, if we stimulate the neuron with a bar of its preferred orientation and add the orthogonal stimulus, it can inhibit the neuron. We believe that Equation 5 captures this general behavior and implies an underlying response geometry. In the next section, we describe four classes of model that have been used to explain this nonlinear behavior. Although each has important differences, we argue that they succeed because they all have a similar geometry.

**Four approaches to hyperselectivity**

Figure 4 describes four approaches that generate hyperselectivity: sparse coding (e.g., Olshausen & Field, 1996), the fan equation (Golden et al., 2016), gain control with divisive normalization (e.g., Heeger, 1992; Schwartz & Simoncelli, 2001), and a recent example of a linear-nonlinear model (Pagan et al., 2016). We believe that this description of the response geometry of neurons provides a useful means of comparing different models and understanding common elements of non-linear systems that might appear quite dissimilar. In Golden et al. (2016), we described several approaches that produce curvature. In this section, we will begin by discussing the approaches of sparse coding and gain control and then extend these ideas of curvature to linear-nonlinear models that use a quadratic term followed by a linear sum (e.g., Pagan et al., 2016).

Figure 4 shows the two-dimensional curvature created by these different approaches. It should be noted that these different approaches can have free parameters that alter the curvature we describe here. Nevertheless, we believe these visuals can be useful in showing the implications of the equations. For each of the different approaches, we show an example of the curvature generated by the model, and two examples of how the iso-response contours interact when two neighboring neurons are orthogonal (second column) and nonorthogonal (third column).
The first column in Figure 4 shows an example where we have attempted to roughly equate the magnitude of the curvature in the different methods. Each of these approaches can alter the magnitude of the curvature by varying free parameters; however, the form of the curvature differs across the methods. The second column shows an example of the curvature produced when the neighboring neurons are orthogonal. Our goal here is to provide an example of how the iso-response contours of two neighboring neurons are mapped onto the space between them. The third column shows the curvature when the neighbors are 60° apart (i.e., not...
Again, we wish to emphasize that these models are not always clear in terms of how the nonlinearity behaves with nonorthogonal vectors, but again, we think the comparison can be helpful.

Our first approach is overcomplete sparse coding (e.g., Olshausen & Field, 1996). The curvature associated with sparse coding was described by Golden et al. (2016) and is summarized in the first row of Figure 4. Typically, with sparse coding solutions, one focuses on the receptive fields that are learned (the bases). However, here we are focusing on the response geometry within the subspace defined by a family of orthogonal).
neurons. Figure 4 shows the response magnitudes of neurons defined by the vectors (the bases).

In sparse coding, the bases and the responses are learned by minimizing the following energy function:

\[
E = [\text{preserve information}] + \lambda \times [\text{sparseness of } a_i]
\]

(6)

\[
E = \frac{1}{2}|I - \phi A|^2 + \lambda \sum_i S(a_i)
\]

(7)

where \( I \) is the input image patches, \( \phi \) is basis matrix with feedforward weights of all the neurons in the network, \( \lambda \) is tradeoff parameter between the sparsity of the network and the reconstruction error, \( a_i \) is the response activity of \( i \)th neuron, and \( S(a_i) \) is the cost function. Sparse coding attempts to both minimize the reconstruction error (preserve information) and minimize the cost of response activities \( a_i \). With sparse coding, we have found that the curvature is a function of the angle between neighboring neurons. When the angles between neighbors are \( 90^\circ \) (orthogonal), there is little or no curvature. As the angle between neighboring neurons decreases, the curvature increases accordingly. We have found (Golden et al., 2016) that the equation of a folding fan is a good approximation to the curvature produced by sparse coding when applied in two-dimensional space—that is, if orthogonal lines are drawn on an open fan and the fan is closed. The equation of a folding fan is

\[
a_i = f_{\text{Fan}}(c, \theta) = c \times \cos(n(f_i f_j)\theta)
\]

where \( c \) is the distance of a stimulus from the origin (i.e., the stimulus contrast), is the angle between a stimulus and the neuron, \( a_i \) is the response magnitude of a neuron \( i \), \( n \) determines the curvature and \( f_i \) and \( f_j \) are the vectors representing the two neurons. \( n \) is a function of the angle between neighboring neurons. When \( n = 1 \) the iso-response contours are flat (e.g., linear); when \( n > 1 \) the neuron has iso-response contours with exo-origin curvature and when \( n < 1 \) the neuron has iso-response contours with endo-origin curvature.

The second row in Figure 4 shows the behavior of the fan equation in two dimensions. As can be seen, for both sparse coding and the fan equation, the curvature is quite similar. There are a few points worth noting.

- For both sparse coding and the fan equation, the curvature is mostly near the vector representing the optimal stimulus \( S_{\text{max}} \) of a neuron. Away from the vector, the iso-response surfaces flatten out and become parallel to the vectors representing the neighboring neurons.
- The curvature is determined by the angle between neighboring neurons (Golden et al., 2016). If two neighboring neurons are orthogonal, then there is no curvature in the subspace between them. A smaller angle produces higher curvature, as shown in Figures 4c and 4f. Using a high-dimensional overcomplete sparse coding network (e.g., 256 pixels), we found in our previous work that when the network is applied to natural scenes, the curvature does predict the angle between neurons, although the resulting curvature was less than predicted by the fan equation (Equation 8). We are currently investigating whether the reduced curvature is due to a limitation in the sparse coding network or is an efficient component of the network.
- For any given stimulus, the ratio of the responses \( \frac{a_1}{a_2} \) of the different neurons to a particular stimulus is independent of the contrast of the stimulus. That is, despite the nonlinearity, the relative activities of the neurons responding to a stimulus do not change as the contrast changes (from \( c_1 \) to \( c_2 \)):

\[
\frac{a_1}{a_2} |c_1 = \frac{a_1}{a_2} |c_2
\]

(9)

- The degree of hyperselectivity is roughly constant at different response magnitudes (the iso-response curves are roughly shifted versions of one another).

The first point has the advantage that it makes a clear prediction: If the fan equation were a complete account of curvature in V1, then the angle between neighboring neurons would predict the magnitude of hyperselectivity in visual neurons. Two orthogonal neurons would not curve the response space between them. The disadvantage of this approach is that it does not allow the curvature to be fine-tuned to the statistical redundancy between visual neurons. The sparse coding network does optimize the directions of the vectors (i.e., the receptive fields) based on the statistical properties of the signal (e.g., natural scenes). However, once vectors have been selected, the curvature depends on only the angles between neurons. The approach also does not provide an account of invariance or tolerance (endo-origin curvature) as is found with complex cells. Finally, the sparse coding approach does not produce saturation. The approach can be modified to include a saturating nonlinearity (see Golden et al., 2016). However, it is not a natural component of the model.

One can ask whether it is possible to generalize the fan equation to high dimensions. We are currently working on this problem. Although we believe it is possible to write the required equations for a high-
dimensional fan in a particular subspace, the tiling of the space is a much more difficult problem. What we find interesting is that the sparse coding algorithm does converge on a tiling solution. We are currently trying to determine whether the solution it finds is a relatively efficient one.

**Gain control**

Gain-control-like behavior has been found to be present in a wide variety of sensory neurons (Geisler & Albrecht, 1992; Rabinowitz, Willmore, Schnupp, & King, 2011; Schwartz & Simoncelli, 2001). Although this can be modeled in a variety of ways, here we will focus on divisive gain control, described by Heeger (1992):

\[ \text{resp} = \frac{r_1}{r_1 + r_2 + 1} \]  
(10)

where \( r_1 \) and \( r_2 \) are the squared linear responses of two neurons.

Figure 4 shows the divisive-gain-control model for a simple two-neuron system with two orthogonal neurons. In this model, the output of any neuron is reduced by the activity of a set of surrounding neurons. In Equation 10, the divisor includes the activity of the primary neuron. This insures that the response saturates. The difficulty with the gain-control model is that it does not explicitly describe which neurons are involved in the division. In general, it would include neurons that overlap in their receptive fields, but it can include neurons that are orthogonal to the primary neuron.

One should note that with this equation (unlike sparse coding and the fan equation), the curvature increases with increasing response magnitude. That is, the neuron becomes more hyperselective with increasing response magnitude responding to less of the full response space. In the second column, we show an example of the curvature that is produced when the two neurons are orthogonal. Unlike the fan equation, the division will create curvature even in orthogonal conditions. Division in nonorthogonal conditions (shown in the right column) can increase the magnitude of the curvature (make the neuron even more hyperselective).

There are a number of variations of the gain-control model. One of the more interesting models is that of Schwartz and Simoncelli (2001), where the choice of neurons involved in the inhibition (and the magnitude of the inhibition) was learned in order to minimize the redundancy with the neighboring neurons. It has been noted that the 2-D probability density function for neighboring neurons is kurtotic and often circular (Zetzsche et al., 1999)—it is not the star shape one would expect if the pair of neurons were independent. The curvature in the iso-response lines that we see in the middle row of Figure 4b will distort a circular probability density function and push the pair of neurons to be more independent (Schwartz & Simoncelli, 2001). The fan equation shown in Figure 4e will not produce this distortion (a circular probability density function will remain circular). We believe this is an important topic, and we are currently investigating it, but it is beyond the scope of this article. However, our opinion is that the nonlinear distortion created by this gain-control curvature is not the appropriate approach for removing this form of dependency. It should also be noted that like sparse coding, divisive inhibition will not produce tolerance or invariance.

In this article, we are not arguing that physiology provides clear support for one of these four models. Our main goal here is to show the similarities and differences among these different approaches. Each of the models described here curves the iso-response surfaces and can create hyperselectivity. However, each model forms this curvature in a different way.

**Quadratic curvature and linear-nonlinear models**

A third type of curvature is the family of quadratic curvatures generated by the equation

\[ \text{resp} = ar_1^2 + br_2^2 + cr_1r_2 + dr_1 + er_2 + f \]  
(11)

where \( r_1 \) and \( r_2 \) are linear responses of two neurons and \( a, b, c, d, e, \) and \( f \) are free parameters of the quadratic model. This will generate a wide family of curves that are described by hyperbolas and ellipses in lower dimensional subspaces. A more restricted family of quadratic curves is represented by

\[ \text{resp} = ar_1^2 + br_2^2. \]  
(12)

This family of curves will also create ellipses and hyperbolas in the lower dimensional subspaces; however, with this equation the curvature will be symmetric around the bases \( r_1, r_2, \) etc. This is an interesting family of curves due to their algebraic simplicity. Figure 4 shows an example of the hyperselective curve that is produced by \( \text{resp} = r_1^2 - r_2^2 \) for the two-dimensional example (we are showing only the regions where the neuron produces positive activity).

Pagan et al. (2016) have recently created a cascaded linear-nonlinear model (Schwartz et al., 2006) that produces a family of quadratic curves like that shown in Equation 12. Their model uses back propagation to
learn a set of weights under the constraints imposed on the linear-nonlinear-linear model. The first stage is linear and can be considered to be a linear V1-like layer with Gabor-like receptive fields (although these are learned and will depend somewhat on the images that the network is taught to classify). The second layer is a simple output nonlinearity: a squaring operation. At this stage, there is no curvature. This is a simple planar nonlinearity, with all iso-response surfaces remaining flat. The next stage is a simple sum (or difference) of these squared outputs. Zetzsche and Barth (1990) and Zetzsche and Rohrbein (2001) have noted that this relatively simple combination of linear and nonlinear layers may provide a means of creating this hyperselective curvature.

The curvature for any given neuron can be in the form of ellipses when the squared terms are summed (endo-origin curvature) or in curvatures away from the origin (exo-origin curvature) like those shown in Figure 4j through 4l. With both sums and differences, and with different gains for each term (see Equation 12), it is possible for any neuron to have a combination of curvatures allowing it to be hyperselective in some dimensions and invariant or tolerant in others. However, the quadratic terms do constrain the form of the curvature and will not produce the curvatures produced by either the fan equation or divisive gain control. In Figure 4j we focus on the curvature that allows hyperselectivity. The simple difference of squared terms creates a hyperbolic surface like that shown.

Although this approach can create curvatures that produce hyperselectivity similar to the previous approaches, there are important differences. The quadratic approach has the advantage that it can generate both hyperselective (exo-origin) and invariant or tolerant (endo-origin) response curvatures. As can be seen, the curvature does not flatten out like we see with sparse coding and the fan equation (i.e., the iso-response contour does not become parallel to the adjacent vectors). There is also no strict relationship between the angle of neighboring neurons and the degree of curvature. In Figures 4j through 4l, we show examples of how neighboring neurons might interact. However, the advantage of the approach described by Pagan et al. (2016) is that the curvature can be adapted to meet the needs of the deep network (i.e., effective classification). One other aspect of this approach is that the response of a first layer neuron to its stimulus must increase with the square of the input contrast. This does not appear to be biologically plausible. It is certainly possible to modify the output of the second-layer neurons to produce a saturating response, but it is not an inherent part of the model. One major advantage of this approach is that it allows curvature to be produced in an entirely feed-forward model. Models that produce curvature by inhibition (e.g., division) from neighboring neurons have the difficulty that the reciprocal inhibition can easily create a temporal instability. The feed-forward models circumvent this problem. However, it remains to be seen which is biologically correct. We are currently looking at ways that the fan equation might be implemented using a feed-forward network.

In this section, we are not making a strong claim for any one kind of curvature. Although we are fond of the fan equation, our goal is to show that these approaches have a number of similarities as well as important differences. We think a future model of biological neurons may include components of each of these. Each of these can create hyperselectivity. The fan equation allows the root-mean-square response magnitude to be constant for stimuli of constant contrast and appears close to what we see in sparse coding networks. However, the gain-control model has been used to model a wide variety of physiological results (e.g., Mély & Serre, 2017; Tolhurst & Heeger, 1997), although not invariably. The cascaded linear-nonlinear model (e.g., Pagan et al., 2016; Schwartz et al., 2006; Vintch, Zaharia, Movshon, & Simoncelli, 2012) has the advantage that it can produce both hyperselectivity and invariance (i.e., tolerance).

The obvious question is whether the physiological data support any particular one of these models. We feel that the current data are inconclusive. The most promising approach is found in articles that use spike-triggered covariance to probe the subspace between interacting neurons (e.g., Rust et al., 2004, 2005; Schwartz et al., 2002; Schwartz et al., 2006; Vintch et al., 2015). This approach allows one to extract both inhibitory- (hyperselective) and excitatory-interaction (invariant) dimensions. In this article, we are focusing on the inhibitory subspaces. Results when the technique is applied to V1 neurons (e.g., Chen, Han, Poo, & Dan, 2007; Rust et al., 2005; Vintch et al., 2015) are inherently noisy, but the work demonstrates that most neurons have inhibitory directions. As Vintch et al. (2015) have noted, the orthogonal directions revealed by spike-triggered covariance do not necessarily represent the neurons that are involved in the inhibition. Indeed, with the fan equation and sparse coding, the hyperselectivity occurs only when the neighboring neurons are nonorthogonal. Nevertheless, some of these results could be used to compute the iso-response contours for the inhibitory subspace (e.g., Rust et al., 2005, figure 5c; or Schwartz et al., 2006, figure 12) for a model neuron.

In the next section, we consider three implications of this curvature. First, we make the distinction between the stimulus that optimally stimulates ($S_{\text{max}}$) a neuron (what a neuron is selective to) and how selective the neuron is to that stimulus. We argue that
without this distinction we end up with an apparent paradox: that a neuron can be very narrowly tuned to a broadband stimulus. Second, we show that with this curvature, the optimal stimulus will not be the same as the receptive field. That is, the receptive field depends on the basis set used to measure it. Finally, we show that if we compare the localization of the neuron in the spatial-frequency domain and the space domain, neurons with hyperselectivity can violate the Gabor localization limit.

Comparing selectivity and hyperselectivity

It is common to describe the selectivity of a neuron by showing what it is selective to. However, this ignores the question of how selective the neuron is to this stimulus. Consider Figure 5a, which shows the results of a sparse coding network. This shows a portion of the receptive fields learned by a 1.3-times overcomplete network (e.g., Olshausen & Field, 1996), and Figure 5d shows some of the receptive fields learned by a 13-times overcomplete network. As Olshausen (2013) has noted, the receptive fields in these highly overcomplete codes show selectivity to a number of features not found in the less over-complete sparse codes. While the standard sparse coding produces Gabor-like receptive fields, the highly over-complete codes show a variety of other forms (e.g., spots, curves, and plaids). This is certainly interesting, but the nonlinearities (e.g., the magnitude of hyperselectivity) that these codes show are missing from these simple descriptions showing the 2-D receptive fields.

Figure 5. (a, d) Receptive fields learned from a 1.3-times and a 13-times overcomplete sparse coding network, respectively. Classically, these receptive fields provide the primary way of describing the outputs of these networks. The 13-times overcomplete network, for example, produces more complex receptive fields that include plaids, spots, and curves. However, we argue that the nonlinearities in these codes change in consistent ways as the network becomes overcomplete. In particular, the overcomplete networks become more hyperselective. In a critically sampled code, the majority of neurons will be nearly orthogonal with their neighbors. In such a case, there is little curvature. (b) An example of the iso-response contours when the neighbors are orthogonal. In an overcomplete network there are more neurons than dimensions (e.g., pixels). This forces the angles between many neurons to be less than 90°. (c) The curvature in 2-D space when there are four neurons representing that space. (e) The curvature changes as the sparse coding network become more overcomplete. For this figure, we trained a sparse coding network on $8 \times 8$ natural-scene image patches. We varied the overcompleteness of the network from 1.3 times (e.g., Olshausen & Field, 1996) to 13 times. We then measured the curvature for the 2-D subspace defined between any pair of neurons in the network. For all of these networks, the majority of pairs will be orthogonal. We therefore measured the curvature for only the five neurons with the most overlap for each neuron in the network (i.e., the five neurons with the smallest angle in the image space). See text for details. (e) The average curvature as a function of overcompleteness. The figure also shows the average smallest angle of these five closest bases for each basis as function of overcompleteness. As the network becomes more overcomplete, the curvature between neighbors increases (i.e., the network becomes more hyperselective).
Figure 5b shows a 2-D representation of the curvature when the bases are orthogonal. When the network is 1.3-times overcomplete the majority of the bases are orthogonal; therefore, there is little curvature in such a network. However, as the network becomes more overcomplete, the angles between neighbors decrease and the sparse coding network curves the iso-response surfaces to reduce the redundancy produced by overcompleteness (Golden et al., 2016). Figure 5c shows a 2-D example where the network is 2.6 times overcomplete, and this results in significant curvature. It should be noted that in high dimensions, doubling the number of bases reduces the angle between the bases by a relatively small amount. This implies that the curvature will increase by only a relatively small amount. Figure 5e describes the angle and curvature produced in networks as a function of the degree of overcompleteness. For this figure we used 8 × 8 natural-scene image patches to train 64-D sparse coding networks with overcompleteness ranging from 1.3 to 13 times. In each network we computed the angle between each pair of the learned bases, and the curvature of the iso-response contour in the 2-D subspace defined by the base pair. To measure the curvature we fitted the iso-response contour with a second order polynomial \( ax^2 + bx + c \), and the magnitude of the curvature was the magnitude of the coefficient \( a \). Figure 5e shows the average curvature of the five closest bases to each base (i.e., the mean curvature of the most curved regions of each neuron’s response surface). We also plot the average angle of these five closest bases (angle plotted on the right axis). These results show that with an increase in the degree of overcompleteness, the angle between neighbors decreases and the curvature (hyperselectivity) increases.

As the networks become more overcomplete, the neurons in the network become more hyperselective. It is interesting that the overcomplete networks become selective to new types of stimuli; however, we believe...
that it is the hyperselectivity that is more interesting. This is not represented by the receptive fields.

Can a neuron be narrowly tuned to a broadband stimulus?

Without the distinction between classic selectivity and hyperselectivity, we can end up with what may seem to be a paradox. Consider a neuron that has an optimal stimulus, like that shown in Figure 6a. This is simply a broadband Gabor function. Classically, such a neuron would be considered to be broadly tuned because of its bandwidth in spatial frequency and orientation. If we measure the response to gratings of different orientations we get curves like those shown in red in Figures 6b and 6c. If the neuron is linear, then the optimal stimulus for this neuron would be a Gabor function matched to this receptive field (i.e., the maximum response for a given contrast—\( S_{\text{max}} \)—would be a stimulus that matched the receptive field).

Now consider the case where that neuron is flanked by similar neurons that are selective to slightly different orientations (either neighbors at 60° and 120° or neighbors at 75° and 105°). If the central neuron is inhibited by the surrounding neurons (with the exo-origin curvature described before), the optimal stimulus would be unchanged (the neuron’s preferred stimulus is a broadband Gabor function). However, changes to that stimulus (e.g., small changes to the orientation) would shut the neuron off (a neighboring neuron would then dominate the response and inhibit the primary neuron). Such a neuron would be very narrowly tuned to this broadband stimulus.

Mapped with gratings of different orientations, the neuron may look as though it is very selective to orientation. However, that tuning to orientation would be a poor predictor of the optimal stimulus for the neuron (a function that is broadly tuned for orientation). The green curves in Figures 6b and 6c show the selectivity as a function of orientation. If we look at this selectivity, we might presume that the optimal stimulus would have a narrow orientation bandwidth. However, the optimal stimulus is not altered.

With this kind of nonlinearity, the basis set one chooses to measure the neuron can influence the apparent preferred stimulus for the neuron. That is, the apparent receptive field changes with the basis set. This general problem has been noted before with V1 neurons. If a neuron’s response is measured with pixels or lines and then is measured with gratings, the tuning of the neuron is not equivalent (e.g., Tadmor & Tolhurst, 1989; Tolhurst & Heeger, 1997). Typically the receptive field is smaller in space (when measured with bars or spots) than is expected from the response to gratings (where the receptive field is the Fourier transform of the spatial-frequency response).

Generally it is accepted that some form of nonlinearity is needed to explain this effect. Threshold nonlinearities (see, e.g., Tadmor & Tolhurst, 1989; Tolhurst & Heeger, 1997), contrast gain control (e.g., Tolhurst & Heeger, 1997), frequency suppression (De Valois et al., 1985), and some form of surround suppression (e.g., Nestares & Heeger, 1997) have all been proposed. Olshausen and Field (1997) have demonstrated that the sparse coding network will also produce this effect. They provided results (figure 10) that described both the feed-forward weights for a neuron as well as the receptive fields that would result if
those neurons were mapped with single pixels or gratings. The receptive fields differed significantly. We show more extensive examples of this behavior and quantify the results in Figure 7. This shows the result with a 2.6-times overcomplete network trained on natural scenes using an absolute-value cost function (see Equation 7).

Notice in Figure 7a that the basis function (representing the feed-forward weights) is significantly larger that the receptive fields measured with spots. The basis functions are also significantly smaller than when measured with gratings. This is the general result found by Tolhurst and others in V1 neurons. It is the result of the curvature produced with the overcomplete sparse codes.

In Figure 8 we quantify these results. Figure 8b describes the average differences between the receptive fields as measured by the angle in state space (an angle of zero means the receptive fields are identical, while an angle of 90° means the receptive fields are orthogonal). The left bar of Figure 8b represents the angular difference between the feed-forward basis and the receptive field as measured with spots (38°), the middle bar represents the difference as measured with gratings (50°), and the right bar represents the angular difference between the receptive field as measured with spots and with gratings (55°). Figure 8a provides a graphical representation of these angular differences in three dimensions.

We make the argument that with this exo-origin curvature, the optimal stimulus remains the stimulus defined by the feed-forward weights (the basis). Figure 8c provides an analysis of the relative response magnitudes of these nonlinear neurons to three types of stimuli. The left bar represents the response of the neuron to a stimulus that matches the feed-forward weights (the basis), where the response has been normalized to a value of 1.0. The second bar represents the average response to a stimulus that corresponds to the receptive field measured with spots. The third bar represents the average response to a stimulus that corresponds to the receptive field measured with
gratings. We have also measured the response of these nonlinear neurons to 10,000 stimuli near the basis (10,000 directions in image state space). We find that in all directions, when we are 508 away from the bases the response is reduced. These results imply that the largest response is to the feed-forward basis, with a lower response in every direction away from the basis. That is, in the sparse coding network the optimal response is determined by the feed-forward weights. To the extent that this network models the nonlinear responses of real neurons, it implies that the receptive fields that are generated by measuring the response to an orthonormal basis set (e.g., gratings, spots) will produce a significant error in estimating the optimal stimulus for a neuron.

Figure 9. To allow a comparison between the nonlinearities in a sparse coding network and the nonlinearities in V1 neurons, we have plotted the results of the network in terms of the ratio of bandwidths calculated from the response to gratings and the Fourier transform of the response to spots. As the network becomes more overcomplete, the response to gratings becomes narrower while the response to spots becomes broader. For example, with a 3.9-times overcomplete network, the bandwidths derived from spots 3.6 times broader than the bandwidths derived from gratings. On the far right, we show the ratio of bandwidths estimated from figure 1A of Tadmor and Tolhurst (1989). See text for details.

Figure 9. To allow a comparison between the nonlinearities in a sparse coding network and the nonlinearities in V1 neurons, we have plotted the results of the network in terms of the ratio of bandwidths calculated from the response to gratings and the Fourier transform of the response to spots. As the network becomes more overcomplete, the response to gratings becomes narrower while the response to spots becomes broader. For example, with a 3.9-times overcomplete network, the bandwidths derived from spots 3.6 times broader than the bandwidths derived from gratings. On the far right, we show the ratio of bandwidths estimated from figure 1A of Tadmor and Tolhurst (1989). See text for details.

Second, actual V1 neurons respond to more than two dimensions of space. They can also be selective to temporal frequency (e.g., motion), color, and disparity. The different dimensions are likely to be multiplicative in terms of overcompleteness. If space, color, time, and disparity are each 3-times overcomplete, then the full system will be $3 \times 3 \times 3 \times 3 = 81$-times overcomplete. For our simulations with static, gray, level images, the difference between receptive fields measured with spots and gratings corresponds to a 3-times overcomplete system. This estimate seems low to us, and does not consider other types of nonlinearities (e.g., complex cells with endo-origin curvature), but it is an interesting approach to estimating the degree of overcompleteness in a system.

Tadmor and Tolhurst attempted to model this nonlinear behavior with a high-threshold model of the neuron. They found that a high threshold did produce some of this effect; however, they also noted that the magnitude of the threshold was often required to be unrealistically high. It is worth noting the difference between our curvature and the high-threshold model. With our curvature, the response of the neuron near the neuron’s optimal response is largely unchanged. As the curvature is increased, the responses away from the optimal stimulus ($S_{\text{max}}$) are reduced (i.e., they require more stimulus contrast). The curvature is, in a sense, a model of a variable threshold, with the lowest thresholds near the optimal stimulus and increased
thresholds away from that optimal stimulus. Therefore, if the neuron is probed with a stimulus that is near the optimal response for the neuron, then the neuron will show a lower stimulus threshold.

Tolhurst and Heeger (1997) showed that a model with gain control can produce a more effective model of this behavior. Indeed, we have argued (Golden et al., 2016) that this is achieved because their gain-control model (e.g., divisive normalization) curves the iso-response surfaces (see also Zetzsche & Nuding, 2005).

## Curvature and the Gabor limit

The results in the previous sections demonstrate that the neurons generated with the sparse coding algorithm produced relatively narrow tuning when measured with gratings compared to what was expected from the results measured with spots. This implies that the size and spatial-frequency bandwidths for these neurons can both be relatively small. This may appear to be in opposition to the fundamental limits imposed by the Gabor–Heisenberg uncertainty principle. Here we want to note that both the receptive fields in sparse coding networks and actual V1 neurons can break the apparent limit, and we argue that this is a fundamental component of sensory processing.

In the 1970s, there was considerable debate regarding why a neuron would be selective to spatial frequency. This had an apparent resolution when Marčelja (1980) introduced Gabor’s (1946) article to the field. It was argued that the V1 simple cells showed a number of similarities to the units of information proposed by Gabor. Gabor had noted that there was a fundamental limit on the width and bandwidth of a function. The trade-off between selectivity to location and spatial frequency was derived from the original uncertainty principle (Heisenberg, 1927), which was directed at the limitations in identifying the location and momentum of a particle. The function that was optimally located in space and frequency was the Gaussian modulated sinusoid, or what we now call a Gabor function. The Gabor function has been shown to be a reasonably good fit to V1 receptive fields (e.g., Field & Tolhurst, 1986; Jones & Palmer, 1987).

This Gabor limit is often considered to be a fundamental limit to localization. However, nonlinear neurons that base their response on both the input and the activity of surrounding neurons are not faced with this limitation. We argue that sensory neurons can and often do break this alleged localization limit. For a simple linear receptive field, the Gabor limit holds. However, the curvature we have described creates a form of soft winner-take-all. In the original uncertainty principle, the more precisely the position of some particle is determined, the less precisely its momentum can be known, and vice versa. This limitation follows because the particle can be detected just once. If it could be detected multiple times with different detectors without affecting the properties of the particle, then the Heisenberg limit could be exceeded.

Consider the following extreme example. We have a detector that responds to only one pixel in an image. If any other pixel is nonzero, the detector is shut off. In such a case, the detector would respond to only those cases where the image consists of that single pixel on. The detector has precise location and identity information. One can play this game with any orthogonal basis, such that the detector fires only when it has activity with no other activity. In terms of our hyperselective functions, the response of each neuron is determined by the multiple detectors looking at the same stimulus. With nonlinear interactions between neighbors allowed, the output of each neuron can go below the localization limits described by Gabor.

Figure 10 compares the localization of our linear and nonlinear receptive fields in relation to the Gabor limit. Figures 10a and 10b show the calculations that we performed on a sample of receptive fields. In Figure 10a we show the feed-forward weights (the basis) in space and frequency. For this linear receptive field, the Gabor limit should hold. We calculated the size of the receptive field by fitting a 2-D Gabor function to the spatial response (response to spots), and we calculated the bandwidth by fitting a 2-D Gaussian to the frequency response (response to gratings). This produces four measures (two in space and two in frequency). We then multiply these measures to determine the localization factor (see Equation 13). The argument from Gabor suggests that the localization factor should not fall below $1/4\pi^2$ (referred to as the Gabor limit).

\[
\text{Localization Factor} = \Delta X \ast \Delta Y \ast \Delta U \ast \Delta V \quad (13)
\]

For each neuron in our network we also calculated the localization factor for the neurons after the nonlinear interactions produced by the sparse coding network. Figure 10b shows the receptive field and spatial-frequency response for the same neuron shown in Figure 10a. It is apparent that the neuron is more localized in both space and frequency. The localization factor for this neuron has dropped from 0.045 (triangle) to 0.011 (square), which is below the Gabor limit ($1/4\pi^2 = 0.025$).

Figures 10c and 10d show these calculations for each neuron in a 2.6- and a 4.9-times overcomplete network. The blue dots in each figure represent the localization factors measured for the feed-forward basis. Since these functions are linear, the Gabor limit should hold. The black line shows this Gabor limit. If these receptive fields were perfect Gabor functions, then their loca-
zation factors should fall on the Gabor-limit line. Since the majority are not perfect Gabor functions, they fall above this line. The orange dots represent the localization factor for each neuron after the nonlinear interactions produced by the sparse coding network. It can be seen that the majority of neurons now fall below the Gabor limit. It is also apparent that when the network is more overcomplete (Figure 10d), the mean localization factor (red line) drops further below the Gabor limit.

The curvature caused by the neighborhood interactions allows these neurons to provide information about both space and frequency. The hyperselectivity created by these interactions allows neurons to be selective in multiple domains. However, we do not believe that the general goal of this hyperselectivity is to provide more precise information about spatial frequency or position. Rather, it is to provide a sparse efficient representation of images. The curvature around the primary basis serves to remove the redundancy created with an overcomplete code. It allows the network to isolate causes that are not orthogonal to each other. The main conclusion from this section is that the Gabor limit is not a fundamental limit on the localization of nonlinear sensory neurons.

Discussion

In this article, we have argued that it is important to distinguish between two forms of selectivity. The first (class selectivity) is represented by the optimal stimulus for a neuron. The second (hyperselectivity) is represented by the falloff in response (the curvature) around this optimal stimulus. Our primary goal in this article is to make a clear distinction between these two ideas of selectivity and describe some of the implications of this distinction.

In line with our previous work (Field & Wu, 2004; Golden et al., 2016), we have argued that overcomplete sparse coding will produce a curvature in the response
surfaces of neurons. This provides an efficient approach to representing data when there are more descriptors than dimensions (e.g., more neurons than pixels). These ideas of understanding nonlinearities in terms of response curvature can be traced back to the work of Zetzsche and colleagues (Zetzsche et al., 1999; Zetzsche & Nuding, 2005; Zetzsche & Rohrbein, 2001). That work has argued that well-known nonlinearities in the early visual system are geometrically represented by a curvature in the response surface.

In this article, we have contrasted four approaches to modeling these nonlinearities. In Figure 4, we showed examples of the curvature produced by classic models of sparse coding, gain control, and a particular example of a linear-nonlinear model. Each of these approaches can curve the iso-response surfaces, but they do it in different ways. The form of the curvature is important in understanding how these different approaches represent the data. Gain control with divisive normalization has curvature which becomes narrower with increasing response magnitude. This was not found to be the case with a cascaded linear-nonlinear model or with the sparse coding model in low dimensions, but as noted by Golden et al. (2016), this may depend on the cost function of the sparse coding model. As we noted, we are not arguing for one particular form of curvature. Each of these has advantages, and although we lean toward the fan equation, we do not believe there is sufficient physiological evidence to distinguish between these models.

We noted one particular result of this curvature. The receptive field as measured with an orthonormal basis depends on the particular basis used to measure the receptive field. The sparse coding network of Olshausen and Field (1996) produces a curvature that alters the apparent receptive field. As noted by Olshausen and Field (1997), inhibition from the neighboring neurons produces a smaller receptive field than the feed-forward weights. Similarly, the spatial-frequency and orientation bandwidths are narrower than predicted from the feed-forward weights. In Figure 8, we measured the angular difference between these receptive fields. We found that the receptive fields as measured with spots differed from the feed-forward inputs by 40°, while the receptive field as measured from gratings was 50° from the feed-forward weights. The receptive fields as measured with either gratings or spots did not describe the optimal stimulus for the neuron. The neuron produced a significantly larger response to a stimulus aligned with the feed-forward inputs (Figure 8). These data provide quantitative examples of the differences between the receptive field as measured with a particular orthonormal basis set and the optimal stimulus ($S_{\text{max}}$) for a neuron. The analysis we describe here probes the hyperselectivity in a simple unsupervised network (sparse coding). We are confident that this geometric approach to hyperselectivity will prove useful for analyzing multilayer hierarchical (deep) networks as well. Currently (Golden, Vilankar, & Field, 2017), we are investigating networks which learn both invariance and selectivity (e.g., Karklin & Lewicki, 2005) and are planning to explore the units of supervised deep networks. Visualization of the hidden layers of a deep network is a major topic of research, and it is well known that a single receptive field is insufficient to describe any given unit’s response. It is not yet clear what sort of curvature is produced by the nonlinearities typical of these networks (e.g., max pooling). However, the selectivity and tolerance shown by these networks imply to us that hyperselective curvature (exo-origin) and invariant curvature (endo-origin) play an important contribution to their success.

Finally, in the last section we demonstrated that this curvature results in neurons that are more localized than one might expect from the Gabor–Heisenberg limitations. This result may appear to be either fundamental or trivial, depending on one’s perspective. A similar debate arose from an article showing that human observers can identify the frequency of a tone and localize that tone better than the Gabor limit (Oppenheim & Magnasco, 2013). Although this result received considerable press at the time, the authors note that it simply rules out a simple linear model where single linear neurons are used to make the computations. Here we have shown that the curvature produced by sparse coding allows individual neurons to break this limit. However, they achieve this by effectively comparing the responses to neighboring neurons. The early work with modeling V1 simple cells as Gabor functions (e.g., Daugman, 1990; Field & Tolhurst, 1986; Marčelja, 1980; Palmer, 1999) pointed to this limit as a possible account of why these neurons had the shape of a Gaussian modulated sinusoid. Here we have shown that the nonlinearities inherent in the early visual system allow neurons in the visual system to exceed this lower limit. We argue that this provides a means to allow an efficient overcomplete representation.

We have described this exo-origin curvature as hyperselectivity (Golden et al., 2016). A closely related concept is described by Tsai and Cox (2015), who use the term “advanced selectivity” to describe their particular version of hyperselectivity. In their measure, a series of hypothetical stimuli with constant root-mean-square contrast is presented to a neuron (or to a unit in a deep network). As one moves away from the optimal stimulus for the neuron, a linear neuron will fall off at a particular rate. A neuron with advanced selectivity will fall off at a faster rate. This is very similar to our proposal; however, there are differences. By their measure, a simple output nonlinearity can produce advanced selectivity (see Supplementary Ma-
terials). If the slope of the output is higher than that of a linear neuron, then the falloff will be faster than a linear neuron’s. We believe that the curvature in the iso-response surface produces a better description of the selectivity. However, it should be noted than in both accounts, a neuron that produces less curvature at low contrasts than at higher contrasts (e.g., the gain-control model shown in Figure 4c) requires a more complex account than would be provided by a single parameter.

As we have noted throughout this article, many of the ideas presented here have origins in the work of Zetzsche and colleagues. That work first proposed to consider early nonlinearities in terms of a curved response space. Much of the work here is considering the implications of that curved space. In that light, we should make a comparison between the ideas of hyperselectivity and the “intrinsic two-dimensional” neurons discussed in their work (e.g., Barth, Zetzsche, & Rentschler, 1998). They have noted that the hyperselectivity produced from this curved space can act like an AND process and allows selectivity to more complex features like corners and junctions. The AND-like process allows the neuron to be selective to the combination of features without responding to the components. This creates a form of selectivity that is more intrinsic to the 2-D structure of the stimulus than can be produced with a linear filter. Barth et al. (1998) have shown that such nonlinear filters can be a useful way of extracting higher level statistics of a scene. In this article, we have focused on the properties of V1 neurons and have looked at the implications of this for neural tuning. These neurons respond to one-dimen-
sional stimuli (e.g., edges) but are more selective to these edges than can be expected from a simple neuron with planar nonlinearities. Although these neurons are not clearly intrinsic two-dimensional neurons, there is a very strong relationship to Zetzsche’s proposal. In reference to Figure 6, we can say that the neuron is responding to primary neuron (center) AND NOT if there is significant response from the neighboring neurons.

In this article, we have not focused on the issue of invariance or tolerance. Neurons in area V1 and beyond show both hyperselectivity and varying degrees of tolerance and invariance (e.g., Rust & DiCarlo, 2010). As noted by Golden et al. (2016), invariance and tolerance are represented by curvature toward the origin (endo-origin curvature). It is possible to have neurons that have both endo- and exo-origin curvature. This allows a neuron to be invariant or tolerant to some features and selective to others. Sparse coding will produce only hyperselectivity. To produce tolerance, a different form of network is required. A wide range of possible architectures may allow for this. We are currently exploring the behavior of various architec-
tures that produce tolerance (e.g., Karklin & Lewicki, 2005; Krizhevsky, Sutskever, & Hinton, 2012). The cascaded linear-nonlinear network discussed earlier (Pagan et al., 2016) can produce both endo- \( (x^2 + y^2) \) and exo-origin \( (x^2 - y^2) \) curvatures. It can also produce a combination (e.g., \( x^2 + y^2 - z^2 \)). We feel that this approach as currently conceived has a number of limitations (e.g., the forms of curvature and the tiling that are produced). However, modifications of this approach may well provide a means of developing efficient hierarchical networks.

We wish to finish this discussion with a general comment regarding the primary goal of the hyper-selective curvature. If this curvature also creates gain control, end stopping, basis-dependent bandwidths, and efficient overcomplete representations, how do we argue that one function is primary? Carandini and Heeger (2012) and Schwartz and Simoncelli (2001) suggest that gain control might be primary, with other features secondary. Certainly, if all of these behaviors are a result of curvature, then the problem is entangled. However, we argue that the primary goal of this hyperselectivity is not to produce gain control. In the sparse coding algorithm, there is no limit on the gain of the neuron; the neurons do not saturate. Rather, the curvature is a solution to the overcomplete representation. In the sparse coding network, the directions of the vectors (feed-forward weights) are optimized by the network and selected on the basis of the statistics of the inputs. However, curvature in this network depends primarily on the angle between these vectors.

So can we argue that all forms of hyperselective curvature are due to the angle between neighboring neurons? This would be an interesting experimental test in recordings of V1 neurons. If we measure the receptive fields of a small population of neurons in V1, can the nonlinearities be predicted by the angles between neighboring neurons? This may be true in V1 but not at higher levels. If the network does not require that the image be reconstructed accurately (e.g., the only goal is to classify), then the curvature there need not be tied to the angles between neighboring neurons. The cascaded linear-nonlinear model of Pagan et al. (2016) allows the curvature in the network to be learned independently of the neuron’s optimal stimulus \( (S_{\text{max}}) \). The network also allows hyperselectivity (exo-origin curvature) as well as tolerance (endo-origin curvature). Since the goal of this network is to classify, it is not clear what sets of curvatures will be optimized by the network. It is also not clear what forms of curvature would be optimal (e.g., gain control versus the fan equation). At some point, we hope that physiology will produce a clear insight into the curvature produced in the mammalian visual system. As we mentioned earlier, the methods with the most promise are those that use the spike triggered covariance technique (e.g., Rust et
al., 2004, 2005; Schwartz et al., 2002; Schwartz et al., 2006; Vintch et al., 2015). These techniques can reveal the relevant subspace where the nonlinear interactions between neighboring neurons are occurring. By recording from multiple neurons, it may be possible to determine if the nonlinearities can be predicted by the angles between neighboring neurons. The difficulty with this approach is that an accurate description of the subspace requires a very large number of stimuli. Vintch et al. (2015) have provided some of the most interesting recent results. However, we think that to get an accurate account of curvature, the inhibitory subspaces must be probed with a denser array of stimuli. Ideally, once the interesting subspace has been determined with spike-triggered covariance, a new set of stimuli can be created that focuses on that subspace.

Summary

We have shown in this paper that by comparing the geometry of iso-response surfaces, it is possible to compare and contrast four different models of V1 nonlinear behavior. Each of these models warps the iso-response contours to produce a hyperselective response. However, each model uses a different form of curvature. We have argued that the exo-origin curvature in these models produces a form of hyperselectivity that results in a number of interesting behaviors. It allows neurons the be highly selective to a broadband stimulus. It produces receptive fields and spatial frequency tuning that are not Fourier transforms of each other. Finally, the hyperselectivity allows these neurons to break through the Gabor limit. In this study we focused on only the two-dimensional cross-sections of the subspace between two interacting neurons. We are currently investigating the higher dimensional curvatures and the behavior of networks that produce both selectivity and tolerance/invariance (Golden et al., 2017). We believe that the low-dimensional components of curvature can help illuminate the behavior of these complex networks.
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